
Simulations of the optical properties of warm dense aluminum

S. Mazevet,1 M. P. Desjarlais,2 L. A. Collins,1 J. D. Kress,1 and N. H. Magee1
1Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA

2Pulsed Power Sciences Center, Sandia National Laboratories, Albuquerque, New Mexico 87185, USA
sReceived 15 June 2004; published 19 January 2005d

Using quantum molecular dynamics simulations, we show that the optical properties of aluminum change
drastically along the nonmetal metal transition observed experimentally. As the density increases and the
many-body effects become important, the optical response gradually evolves from the one characteristic of an
atomic fluid to the one of a simple metal. We show that quantum molecular dynamics combined with the
Kubo-Greenwood formulation naturally embodies the two limits and provides a powerful tool to calculate and
benchmark the optical properties of various systems as they evolve into the warm dense matter regime.
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I. INTRODUCTION

Recent developments in a wide variety of fields, including
dense plasmasf1g, inertial confinement fusionf2g, and astro-
physicsf3,4g, require an improved understanding of the op-
tical properties of various media into new and complex re-
gimes. The relatively low-temperature, high-density regime
sa few eV, a few g/cm3d, often labeled as “warm dense mat-
ter” sWDMd, provides an example of such a situation where
the intricate nature of the medium - partially dissociated,
ionized, and degenerate makes the modelling of the dynami-
cal, electrical, and optical properties extremely challenging.
In this regime, reached experimentally by shock compression
in the Mbar rangef1,5–7g, laser heating of solid targets
f8–10g, or exploding wiresf11–14g, many-body effects are
such that the calculation of the optical properties using stan-
dard atomic physics modelsf15g quickly becomes unre-
liable f16g.

Quantum molecular dynamics simulationssQMDd
f17,18g, where the active electrons receive a full quantum
mechanical treatment within the finite temperature density
functional theorysFT-DFTd, offers an opportunity to im-
prove this situation by providing a venue to calculate the
optical properties of complex plasmas in this difficult re-
gime. When combined with the Kubo–Greenwood formula-
tion, the method produces a consistent set of material, elec-
trical, and optical properties from the same simulation and
can be applied without restriction to various mixtures of
atomic, ionic, or molecular species. Over the past few years,
QMD simulations have been used successfully to calculate
the equation-of-statesEOSd, electrical conductivity, and re-
flectivity of various systems such as hydrogensHd f19–22g,
nitrogen sNd f23–25g, aluminum sAl d f26g, nitrogen oxide
sNOd f27g, and silicasSiO2d f28g.

In this paper, we extend our earlier application of the
QMD method to the calculation of the optical properties of
warm, dense hydrogenf19,20g to the more complex system
aluminum and across the transition into the warm dense mat-
ter regime. Aluminum has been extensively studied in this
regime, both experimentally and theoretically, and the varia-
tion of its conductivity for various density-temperature con-
ditions has recently received considerable attention

f8,11,13,14,26,29–31g. In contrast, the corresponding optical
properties are far less known, essentially due to the difficul-
ties in applying current opacity models at these particular
conditions.

In the present paper, we particularly focus on densities
and temperatures ranging from 0.025 g/cm3 and 10 000 K to
2 g/cm3 and 30 000 K. This region was extensively studied
in a previous paperf26g where very good agreement was
found between the calculated conductivities and data from
exploding wire experimentsf14g. The optical conductivities
obtained there serve as the starting point for many of the
optical properties calculated in this work. The experimental
measurements and QMD simulations indicate a clear non-
metal to metal transition in this density-temperature region.
At the lowest density, aluminum behaves as an atomic gas
and evolves, as the density increases, into a strongly corre-
lated plasma where correlation between the three valence
electrons is important. We find that this nonmetal metal tran-
sition leads to drastic changes in the optical properties of the
system consistent with the dramatic changes in the electrical
properties. At the lowest density, the absorption coefficient
and associated index of refraction show features characteris-
tic of a system in a mostly atomic state. As the density in-
creases and the media evolves into the warm dense matter
regime, these features gradually disappear and evolve into
the one characteristic of a simple metal. We show that QMD
simulations naturally embody the two limits and as such pro-
vide a powerful tool to calculate and benchmark the optical
properties of various systems in the difficult regime where
standard opacity calculations based on isolated atom proper-
ties usually fail.

II. THEORETICAL METHOD

We briefly review the main points of our QMD approach.
Specific details of the QMD simulations for aluminum used
here may be found in Ref.f26g. Further details on the QMD
method in general can be found in earlier publications
f19–21,25g.

A. Molecular dynamics simulations

The particular implementation of the QMD method used
in the present work comes from theVASP sViennaAb Initio
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Simulation Programd plane-wave code, developed at the
Technical University of Viennaf32g. Within this code, a
fixed-volume reference cell of N-atoms, periodically repli-
cated throughout space, forms the basis of the simulation.
After invoking the Born-Oppenheimer approximation, the
active electrons, usually corresponding to the valence elec-
trons of the atomic species considered, are treated fully quan-
tum mechanically using a finite-temperaturesTed density
functionalsFT-DFd calculationf33g in the generalized gradi-
ent approximationsGGAd. This produces, for theNe active
electrons a set ofnb orbitals Ci,k and energiesei,k for a
particulark-point in the Brillouin zone of the reference cell
within the usual Kohn-Sham construction,

HKSCi,k = ei,kCi,k· s1d

The program employs the Perdew-Wang 91 parametriza-
tion of the GGAf34g and provides two forms for the effec-
tive potential: the Vanderbilt ultrasoftsUSd pseudopotential
schemef35g in a form supplied by Kresse and Hafnerf36g
and the projector augmented wavesPAWd method given by
Kresseet al. f37,38g.

We reiterate now for completeness the details of the QMD
calculations in Ref.f26g. The US potential formulation,
which requires a smaller plane-wave basis and therefore
computational time, was usually employed for the long tem-
poral QMD runs to produce a trajectory. The bulk of the
QMD calculations were performed using only theG point for
representation of the Brillouin zonesBZd with a plane wave
cutoff sEcutd of 129 eV. Severalsr ,Td pairs were also exam-
ined with higher orderk-point sets, such as the Monkhorst-
Pack 23232 f39g, or the Baldereschi mean value point
f40g, but with no significant effect on the various quantities
of interest.

Each density temperature point was typically simulated
for about 3 ps. To cover a broad range of densities, from
0.025 to 2.0 g/cm3, the number of atoms used in the simu-
lation cell was varied. For densities of 1.0 and 2.0 g/cm3, the
simulations were performed using 108 atoms. As the compu-
tational time increases with the number of plane waves, the
number of atoms in the simulation cell was reduced for the
lower densities to keep the computational time in bounds.
For densities from 0.05 g/cm3 up to 1.0 g/cm3, the number
of atoms was reduced to 32. For 0.05 and 0.1 g/cm3, we
performed simulations with 16 atoms, and dropped to as few
as eight atoms in the simulation cell at the lowest density,
0.025 g/cm3. At each reduction in the number of atoms in
the simulation cell, comparisons were made between two
simulation cells, at the same physical density, to rule out any
significant size dependence in the calculation. In all cases
these differences were within 10%.

B. Optical properties

Following the QMD simulations, a total of 10 to 20 con-
figurations were selected from an equilibratedsin an average
sensed portion of the molecular dynamics run, typically sam-
pling the final picosecond of evolution. For each of these
configurations, the optical conductivity was calculated using
the Kubo-Greenwood formulationf41–43g.

The Kubo-Greenwood formulationf41,43g gives the real
part of the electrical conductivity, as a function of frequency
v, and at a particulark-point as

s1sk,vd =
2p

3vV
o
j=1

nb

o
i=1

nb

o
a=1

3

fFsei,kd − Fse j ,kdg

3 kC j ,ku¹auCi,kl2dse j ,k − ei,k − vd. s2d

We employ atomic units, with the electron chargee,
Planck’s constant", and the electron massme all set to unity.
The i and j summations range over thenb discrete bands
sorbitalsd included in the triply periodic calculation for the
cubic supercell volume elementV. The a sum is over the
three spatial directions and improves the statistics.Fsei,kd is
the Fermi weight corresponding to the energyei,k for the ith
band atk. In practice, because of the finite simulation vol-
ume and resulting discrete eigenvalues, thed-function must
be broadened. We use a Gaussian broadening of the
d-function that is as small as feasible without recovering the
local oscillations in the optical conductivity resulting from
the discrete band structuref26g. A good initial starting point
for the width of the Gaussian is the average of the nearest
neighbor change in the eigenvalues, weighted by the corre-
sponding change in the Fermi functionf26g. The application
of the Kubo-Greenwood formulation was exclusively con-
ducted using the PAW potentials as it avoids the computation
of the nonlocal components that plagues the use of pseudo-
potential approaches in the calculation of the optical proper-
ties. For the calculation of the optical properties using the
PAW formulation, the plane-wave cutoff energy was 180 eV.

An important and useful check on the consistency of the
optical conductivity calculation is the well-known sum
rule f42g

S;
2V

pNe
E

0

`

ssvddv = 1. s3d

Since the low frequency part ofssvd converges with increas-
ing number of bands,nb, much faster than the high frequency
tail, the dc conductivity converges well before the sum rule.
We maintained a sufficient number of bands to satisfy the
sum rule to at least within 7%, and typically much better
s2%d, which means that the dc conductivities are converged
to an even higher degree.

Further details and results of the Kubo-Greenwood calcu-
lations of the real part of the optical conductivity can be
found in Ref. f26g. We consider now the complete set of
optical properties that can be determined from the optical
conductivity. While the Rosseland mean opacities still find
ample use in many macroscopic models and provide system-
atic means for comparisons among various formulations, the
advent of more elaborate radiation-hydrodynamics packages
dictates a new emphasis on the frequency dependence of the
absorption process. As such, we will employ the absorption
coefficientsalso called frequency dependent opacityd, the in-
dex of refraction in addition to the Rosseland mean opacity
to describe the optical properties of the media.
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The absorption coefficient and index of refraction follow
directly from the knowledge of the real part of the optical
conductivity and are defined as

asvd =
4p

nsvdc
s1svd,

nsvd = Î1
2fuesvdu + e1svdg. s4d

The dielectric functions are, in turn, immediately obtained
from the two parts of the conductivity,

e1svd = 1 −
4p

v
s2svd, s5d

e2svd =
4p

v
s1svd, s6d

while the imaginary part,s2svd arises from the application
of a Kramers-Kronig relation as

s2svd = −
2

p
PE s1sndv

sn2 − v2d
dn. s7d

In Eq. s7d P stands for the principal value of the integral.
Finally, the Rosseland mean opacity is given asf49g

1/kRsr,Td =

E
0

`

dnn2sndf]Bsn,Td/]Tg/asr,T,nd

E
0

`

dnn2sndBsn,Td
. s8d

where the derivative of the normalized Planck function is
written as

]Bsn,Td/]T = f15/s4p4Tdgfu4eu/seu − 1d2g. s9d

The dimensionless variableu equalshn /T, with hn the pho-
ton energy andT the temperature of the media in energy
units. ]Bsn ,Td /]T is a slowly varying function that peaks
around 4kBT.

III. RESULTS

A. Equation of state (EOS)

The accurate calculation of the optical properties of a
plasma relies on a precise description of the corresponding
material properties such as the equation of statesEOSd. The
QMD approach, while extremely expensive computationally,
includes without approximation, transient effects such as dis-
sociation or association of chemical bonds, and ionization or
recombination. Consequently, the total pressure reflects not
only the constituency of the fluid at a given temperature and
density but also various density effects. In contrast, density
effects such as pressure ionization, which describes the in-
fluence of the surrounding environment on the population of
the isolated atomic states, only enter in atomic modeling
code in phenomenological fashion.

We show in Fig. 1, the QMD 10 000 K and 30 000 K
isotherms over two orders of magnitude in densities. First,

for the whole density range and for both isotherms, we find a
remarkable agreement between the QMD and the predictions
of the best currentSESAME EOS for aluminumf44,45g, and
another aluminum EOS developed for high densities using a
combination of lattice dynamics, Wallace’s liquid dynamics,
and density functional theoryf46g. This comparison clearly
shows that QMD captures the physical processes in action as
the media evolves throughout this density span. For densities
below 0.1 g/cm3, we also find good agreement between the
QMD isotherm and the result of the Los Alamos Detailed
Configuration Opacity ProgramsLEDCOPd f47,48g. LED-
COP employs an EOS model based on the Saha equation
with detailed energy levels associated with each ion stage.
Minimization of the associated free energy produces ion
abundances, bound state occupations, and number of free
electrons while density effects, arising from the influence of
the surrounding media, appear through perturbative adjust-
mentsf3,49g.

As the density increases and density effects become more
important, the LEDCOP isotherms drastically deviate from
the other calculations. For densities between 0.2 g/cm3 and
2.0 g/cm3 the inaccuracies in LEDCOP can be traced back
to limitations in the EOS model. In this regime, the effect of
the environment on the atomic system can no longer be
treated as a perturbation. It should also be pointed out that
the LEDCOP EOS model, while appropriate for low density
calculations, is here pushed outside of its range of validity.
To further quantify the variation of the nature of the media as
both the density and temperature are varied, we now con-
sider the variation of the conductivity over the same physical
conditions.

B. Electrical properties

The variation of the electrical conductivity of aluminum
over this density region was extensively investigated using
QMD simulations in Ref.f26g. sSee also Refs.f29,13g.d We
recall here the main findings as they relate to the analysis of
the EOS shown above and to the optical properties that will
be presented in the following section. Using the Kubo-
Greenwood formulation, the dc conductivity,sdc, is given as

sdc = lim
v→0

s1svd. s10d

FIG. 1. sColor onlined Comparison of the QMD aluminum iso-
therms with various standard EOS models.
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We show in Fig. 2, a comparison between the experimen-
tal data from exploding wiresf14g and QMD conductivities
from Ref.f26g along the same isotherms as in Fig. 1. As was
pointed out in previous publicationsf13,26,29g, at the high-
est density, 2 g/cm3, the dc conductivity corresponds to that
of a simple metal and decreases as expected as the tempera-
ture increases. At this density, the ac or optical conductivity
calculated by QMD follows a Drude form and can be fitted
with the following functional formf41g:

s1svd ,
sdc

1 + v2t2 , s11d

wheret is the collisional relaxation time. Fittings1svd with
the functional form given above yields the value ofsdc
shown in Fig. 2 andt f29g. In turn, this allows us to estimate
the electron density,

ne =
mesdc

e2t
, s12d

and the effective ionization fractionscharge carrierd Z̄:

Z̄ =
neV

N
, s13d

with e and me, the charge and mass of an electron, respec-
tively. At a density of 2 g/cm3, this procedure leads to an

ionization fraction,Z̄, of about three, corresponding to the
number of active electrons used in the calculation, and in-
dicative of the metallic behavior of the system. At this den-
sity, the collisional relaxation time,t, is found to be equal to
4.51310−16 s and 3.32310−16 s for a temperature of, re-
spectively, 10 000 and 30 000 K. This average ionization
fraction indicates that at this density, the plasma is strongly
coupled sG=10–50d and of low degeneracysu=0.1d f13g.
Finally, these findings are supported by the calculated den-
sity of statessDOSd which does not show either a gap or
minimum near the Fermi levelf13,29g.

It was noted in Ref.f26g that as the density is lowered
further, the conductivity decreases asr7/3 along each iso-
therm until it stabilizes at a mostly fixed value down to the
lowest density explored. This behavior is seen in Fig. 2 as
the high density envelope of the two isotherms. As was dis-
cussed in the earlier paper, the transition in the conductivity
behavior corresponds to the appearance of a gap in the DOS
at the Fermi energy, with the remaining conductivity result-
ing from the tail of the Fermi distribution across this gap. At
30 000 K andr=0.025 g/cm3, an analysis of the optical
conductivity, which follows a Drude form for photon energy
less than 2 eV, gives an ionization fraction of 0.88f26g and
a collisional relaxation time,t, of 24.3310−16 s. This indi-
cates that as the density is varied from 2.0 g/cm3 to
0.025 g/cm3, the ionization fraction of the system varies
from a value of 3 to less than 1 along each isotherm while
the collisional relaxation time,t, increases by an order of
magnitude. At 10 000 K, the ionization fraction was esti-

mated to beZ̄,0.1 st=33.64310−16 sd.
This latter point is at the heart of the difficulty in calcu-

lating optical properties along the transition into the warm
dense matter regime using standard opacities codes. From
the above analysis, we can now interpret the failure of the
LEDCOP EOS model shown in Fig. 1. At the lowest density
point, the system is either mostly atomic for the lowest tem-
perature, or singly ionized at the highest. As the environment
only plays a perturbative role, the LEDCOP EOS is shown to
be in good agreement with the other models. As the density
increases along each isotherm, the pressure ionization model,
which drives the delicate balance between the ionization and
recombination processes now strongly perturbed by the en-
vironment, breaks down. In a typical opacity calculation,
where the EOS is obtained by minimization of the free en-
ergy, the effect of increasing density results in further trun-
cation of the highest atomic states in the partition function.
In the present situation, atomic states need to be truncated
smoothly to recover the metallicity and ionization fraction of
the system at the highest density. This implies that all the
excited states of the first three ionization stages of Al need to
be removed at a density of 2 g/cm3. Furthermore, the corre-
lated nature of the state reached, especially at the lowest
temperature, add an additional layer of difficulty in obtaining
a correct expression for the free energy. With this under-
standing on the varied nature of the system in this density
range, we now turn to the calculation of the corresponding
optical properties using QMD.

C. Optical properties

We first investigate various trends in the absorption coef-
ficient and index of refraction. At the lowest densityr
=0.025 g/cm3 s,1020 atoms/cm3d, the nature of the me-
dium discussed above becomes clearer by examining in Fig.
3 the frequency-dependent absorption coefficient. We first
note a prominent feature between 5 and 6 eV, depending on
temperature. This feature was identified in Ref.f26g as the
3s→3p transition in aluminum. At the lowest temperature,
the position of this line at 5.1 eV is in good agreement with
the average configuration energy for the 3s–3p transition in

FIG. 2. sColor onlined Variation of the QMD aluminum dc con-
ductivity as a function of density for two isotherms: 10 000 K and
30 000 K. Calculation results from Ref.f26g are shown in red
ssquaresd and greenscirclesd, respectively; the corresponding data at
10 000 K and 30 000 K from exploding wire experimentsf14g are
shown in bluesinverted triangled and blackstriangled.
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neutral aluminum, 5.18 eVf50g, consistent with the low ion-
ization fraction discussed above. This identification of the
maximum in the absorption coefficient is also supported by
the variation of the index of refraction which shows a reso-
nant profile at this particular energy. We recall from elemen-
tary atomic physics that for noninteracting atoms or ions
f51g, the dielectric function and, consequently, the resulting
index of refraction exhibits a resonance profile of the form
1/svi

2−v2d at the position of an isolated atomic line transi-
tion atvi. As the temperature rises to 30 000 K, Fig. 3 shows
that the maximum shifts to an energy of,5.8 eV and now
corresponds to the 3s→3p transition in Al+, in accordance
with the analysis given above which indicates that the ion-

ization fraction of the medium has increased tosZ̄,1d f26g.
For photon energies of a few eV, Fig. 3 also shows that

the absorption coefficient rapidly increases. To interpret this
feature, it is useful to recall that in a standard opacity calcu-
lation, this photon energy region is dominated by the free-
free contributionsalso called inverse Bremstrahlungd. This
effect stems from the photon scattering off free electrons
subjected to the Coulomb field of an ion. At low density, a
classical approximation of this effect, also known as the
Kramers formula, indicates that the absorption coefficient
behaves as

s1svd , 1/v3. s14d

While the Kubo-Greenwood calculations do not explicitly
separate each contribution to the total absorption coefficient,
as is the case for a standard opacity calculation, a few obser-
vations clearly suggest that this effect is at play in this pho-
ton energy range. This interpretation is substantiated by first
noting in Fig. 3 that the magnitude of this contribution in-
creases proportionally to the ionization fraction. Figure 3sad
indicates that in this photon energy region, the absorption
coefficients have a similar behavior and vary by an order of
magnitude as the ionization fraction varies from 0.1 to 1.

Second, an analysis of the QMD calculation indicates that
the optical conductivity and, consequently the absorption co-
efficient, mostly results from the contribution of high lying
excited states. Furthermore, while it is clear from Fig. 3 that
the power law suggested by Eq.s14d is not followed by the
QMD calculations, it is important to recall that Eq.s14d as-
sumes a classical description of the electron-ion interaction,
supposes an isolated system of three particles, namely a pho-
ton, an electron, and a charged ion, and no screening of the
ion due to the influence of the surrounding media. In con-
trast, the formulation used in the present application, Eq.s2d,
represents the one-electron approximation to the optical con-
ductivity as obtained within the rather general linear re-
sponse theoryf41,43g. In effect, this formulation supercedes
the usual Kramers formula for the free-free contribution and
latest quantum mechanical calculations of the free-free con-
tribution start from the Kubo-Greenwood formulation where
scattering cross sections for an isolated system are included
to describe this effectf49,52,53g.

As another example of the completeness of the approach
proposed here in accounting for various effects influencing
optical property calculations, we note in Fig. 3 that the ab-
sorption coefficient drastically decreases near the origin. This
decrease in the absorption coefficient coincides with a value
of the index of refraction less than 1 followed by a rapid
increase as the photon energy approaches the origin. Recall-
ing that for a simple metal, the optical conductivity obtained
using a Drude model, Eq.s11d, leads, using Eqs.s5d ands6d,
to a dielectric function of the form

eDrudesvd = 1 −
vp

2

v2 + 1/t2 + i
vp

2

vtsv2 + 1/t2d
, s15d

wherevp, the plasma frequency is given by

vp
2 =

4pnee
2

me
. s16d

This functional form of the dielectric function first shows
that the real part ofesvdDrude goes through zero in the vicin-
ity of the plasma frequency. Usings4d, this functional form
leads to the behavior of the index of refraction shown in Fig.
3sbd for photon energy less than 2 eV, with a minimum at
frequencies close to the plasma frequency of the system. For

an ionization fractionZ̄ of 0.1 sT=10 000 Kd and 1 sT
=30 000 Kd, relations16d estimates the plasma frequency at
vp

10 000 K=0.27 eV andvp
30 000 K=0.87 eV in good agreement

with the behavior of the index of refraction shown in Fig.
3sbd. As for a simple metal, the rapid increase of the index of
refraction below the plasma frequency indicates that propa-
gation is no longer sustained by the media below this
frequency.

In summary, the analysis of the QMD absorption coeffi-
cient at this low density shows that the atomic and plasma
effects needed for the calculation of the optical properties are
naturally embodied within the method. As pointed out before
f54g, we also note that the current formulation does not allow
for spectroscopic accuracy and only provides an average of
all the transitions belonging to a given atomic configuration.
This aspect renders the method of little use at very low den-

FIG. 3. sad Absorption coefficient as a function of photon energy
for a density of 0.025 g/cm3 at temperatures of 10 000 Ksdark
solid lined and 30 000 Kslight solid lined. sbd Corresponding index
of refraction.
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sities where spectroscopic resolution is a prerequisite. At the
densities of interest in the present work, the method does
however gives an adequate description of the optical proper-
ties provided that, as it is the case for aluminum here, the
energy of the transition given by the FT-DFT formulation is
in agreement with the transition average for the correspond-
ing configuration. We now turn to the behavior of the absorp-
tion coefficient and index of refraction as the density gradu-
ally increases up to solid density.

Figures 4 and 5 show the variation of the absorption co-
efficient and index of refraction along the 10 000 K iso-
therm. We see in Fig. 4, that the atomic transition line at
5.1 eV identified above at a density ofr=0.025 g/cm3,
gradually broadens and vanishes as the density increases to
0.3 g/cm3. This corresponds to the gradual increase in the
ionization fraction of the media, illustrated in Fig. 2 by the
rise in conductivity. As the density increases to 0.3 g/cm3,

the gradual filling of the valley around 2 eV in Fig. 4 corre-
sponds to the closure of the band gap pointed out above at
this density region. As the density is further increased up to
solid density, r=2 g/cm3, the absorption coefficient re-
sembles the optical response of a simple metal as given by
the Drude theory. This gradual transition of the optical prop-
erties of a mostly atomic system to the one of a typical metal
of ionization fraction,Z̄,3, is even better illustrated by in-
spection of the corresponding index of refraction shown in
Fig. 5.

At a density of 0.3 g/cm3, the index of refraction still
shows a mild maximum at a photon energy of about 5 eV but
with now a marked minimum at about 6–7 eV which corre-
sponds as before to the plasma frequency at this density. As
the density is further increased, the maximum of the index of
refraction, corresponding to the position of the 3s→3p
atomic transition, rapidly disappears while the minimum,
which now becomes the prominent feature, progresses to
higher photon energy. At the highest density,r=2 g/cm3, the
plasma frequency given by Eq.s16d and corresponding to an

ionization fractionZ̄=3 is 13.52 eV, in fair agreement with
the behavior of the index of refraction shown in Fig. 5. Fig-
ures 4 and 5 exemplify the usefulness of the method at de-
scribing the variation of the optical properties for conditions
corresponding to the transition to the warm dense matter
regime where the isolated atom optical properties are gradu-
ally replaced by the one of a simple metal.

We finally turn to a direct comparison of the Rosseland
mean opacities obtained using QMD and the standard opac-
ity code LEDCOP. In the LEDCOP opacity code, the energy-
dependent absorption coefficients are obtained by combining
the EOS shown in Fig. 1 with the appropriate isolated atom
photoionizationsbound-freed, inverse Bremstrahlungsfree-
freed, scattering cross sections, and bound-bound transition
arraysf47,48g. Figure 6sad shows the variation of the Rosse-
land mean opacity for a fixed temperature ofT=10 000 K
and as the density varies from 0.025 g/cm3 to 2 g/cm3. At
the lowest density,r=0.025 g/cm3, we find very good agree-
ment between the two calculations. This good agreement can
be explained by noticing that at this temperature, the Rosse-
land mean opacity probes the absorption coefficient at pho-
ton energies around 3.5 eV. Figure 3 shows that the 3s
→3p transition does not influence significantly the Rosse-
land mean opacity in this photon energy region. At this
temperature-density point, we also note that the ionization
fractions given by the two calculations are in good agree-

ment and aroundZ̄=0.1. As the density increases and the
LEDCOP calculation approaches its limit of validity,r
=0.1 g/cm3, Fig. 6 shows that the two calculations of the
Rosseland mean depart. This increasing difference can be
traced back to the limitation of the pressure ionization model
in LEDCOP and how the effect of continuum lowering is
accounted for. In contrast, the QMD calculation indicates
that the increase in charge carriers is much more gradual.
Beyond a density of 0.1 g/cm3, the QMD calculation shows
a rapid rise in the Rosseland mean opacity. This rise coin-
cides with the closure of the band gap and the associated
metallization of the system. We also note that this increase in
the Rosseland mean opacity appears at densities where Fig. 2

FIG. 4. sColor onlined Absorption coefficientsasvd as a func-
tion of photon energy atT=10 000 K for a span of densities
sg/cm3d: 0.025ssolid lined; 0.1 sdashed lined; 0.3 sdotted lined; 0.5
sdashed-dashed-dotted lined; 1.0 sdashed-dotted lined; and 2.0
sdotted-dotted-dashed lined. Bar at 4kBT represents maximum re-
gion of contribution to the Rosseland meankR.

FIG. 5. sColor onlined Index of refractionnsvd as a function of
frequency atT=10 000 K for a span of densities. Same legend as in
Fig. 4.
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shows that the associated dc conductivity rapidly increases.
We show in Fig. 6sbd a comparison of the LEDCOP and

QMD calculations at solid density,r=2 g/cm3, and as a
function of increasing temperature. Figure 6sbd shows that
the biggest disagreement exists, as expected, at the lowest
temperature. At 10 000 K, the LEDCOP Rosseland mean is

dominated by the free-free contribution, described using the
classical Kramer relation Eq.s14d. In addition, the 1/v3 be-
havior near the origin is somewhat tempered by approximat-
ing the index of refraction as a step function rising to unity at
the plasma frequency. In contrast, the QMD calculations
shown in Figs. 4 and 5 indicate that the absorption coeffi-
cient and index of refraction behave as a simple metal. As
previously noted for the case of hydrogenf20g, we show in
Fig. 6 that some improvements in the LEDCOP mean opac-
ity can be obtained by using an index of refraction following
a Drude functional form. At 10 000 K, we used the QMD
index of refraction obtained at this condition. This procedure
significantly improves the LEDCOP Rosseland mean opac-
ity. As the temperature increases and the Rosseland mean
opacity probes the absorption coefficient closer to the plasma
frequency, the agreement between the LEDCOP and QMD
calculations somewhat improves but still point to the failure
of the Kramer relation for the free-free contribution in this
regime.

IV. CONCLUSION

We have shown that QMD simulations provide an effi-
cient mean to calculate the optical properties of aluminum
for densities characteristic of the transition into the warm
dense matter regime. The QMD method is computationally
expensive and can only be applied to a limited density-
temperature region compared to atomic modelling codes. We
show, however, that it provides a powerful tool to validate
plasma models used in atomic physics approaches in the
warm dense matter regime by providing a consistent set of
material, electrical and optical properties from the same
simulation.
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